
5.1.5 Phase Reçyclipg in Normal Mode

In Phase II, recycling (defined in 5.2.4.1) was included

in Normal whereas no recycling in Normal verification was used in

Phase I. Post Enrollment had recycling in both phases.

5.2 RESULTS

5.2.1 Objective 1 — Type I Error Analysis in Real Time

To estimate the Type I Error rate (failure to verify proper iden—

tity when the representation is actually true) and to determine the

confidence limits of the Type I Error estimate.

5.2.1.1 Type I Errors. Table XX shows the Type I errors,

trials, and error rates for all users which occurred in both PE and

Normal processing. There were a total of 17 Type I errors of which
3 had assignable causes. The assignable causes were eating candy

(1), harassment (1), and an intentional fail for demonstration
purposes (1). The assignable errors have been removed from any

consideration in all of the following analysis except Table XX and
XXI Set 1, where only the intentional fail is not considered. Five

of the Type I errors were made by people who had colds.

To determine if the PB error rate is significantly different

from the Normal verification error rate, the F ratio test is used:

4252 3
T—  768~~~15~~~~

h1
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TABLE XX

TYPE I ERROR RATES — ALL USERS

With Assignable Causes
Errors Attempts Error Rate (2)

Post Enrollment 2 768 0.26
Upper Bound* 0.69

Normal 14 4252 0.33
Upper Bound* 0.47

Total 16 5020 0.32
• Upper Bound* 0.45

Without Assignable Causes
— Errors Attempts Error Rate (2)

Post Enrollment 2 768 0.26
Upper Bound* 0.69

Normal 12 4245 0.28
Upper Bound* 0.42

Total 14 5013 0.28
Upper Bound* 0.38

*90% confident that the true error rate is less than the upper
bound . This is the Chi—square test. See Appendix B.
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F (30,6) — 2.80
• 9

Therefore, it cannot be said at the 90% confidence level that the

PE error rate is signif icantly different than the Normal verifica—
tion error rate. This result is most likely due to the changes made

to the algorithm (8ee 5.1). This was a goal of the changes made to

the algorithm, and it was apparently successful.

Both the best estimate of the error rates and the 902 confidence
level on the upper bound of the error rates are well below the maxi-

mum acceptable Type I error rate of 1%.

5.2.2 ~~jective 2 — Type I Error Analysis in Non—Real Time

To determine how various parameters affect the Type I Errors

and system performance.

5.2.2.1 ~ype I Errors Versus Sex. Table XXI tabulates the
Type I error rates versus sex. Set 1 contains all assignable errors
while Set 2 has the two assignable errors removed. (See 5.2.1.1.)

From the table, the error rates for both males and females are all

less than the maximum acceptable rate of 1%. For this sample, the

data shows that the males have a lover Type I error rate than

females during both PB and Normal verification.

To determine if the male and female error rates are significantly

different the P ratio test is used.
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TABLE ~~~

TYPE I ERROR RATES VS. SEX

Set 1
Errors Attempts Error Rate (2)

Males P.E. 1 623 0.16
Males Normal 7 3456 0.20
Females P.E. 1 145 0.69
Females Normal 7 796 0.88

Set 2
Errors Attempts Error Rate

Males PE. 1 623 0.16
Males Normal 7 3456 0.20 —

Females P.E. 1. 1.45 0.69
Females Normal 5 794 0.63

For FE, the P test yields:

T_
~~~~ .f_4 .3o

F(4,4) - 4.11

For Normal verification, the F test yields:

3456 6T—  
7~~~.j 3.26

F(16,12) — 2.09 - 
-

___________— 
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Thus, the male and female Normal verification error rates are signi-

ficantly different in both PE and Normal verification.

However, it cannot be said that the error rates in FE for males

are significantly different from those in Normal verification as

shown below.

3456 2
623 .1 l.39

F(16,4) — 1.98

This result is also true for females since:

794 2
T—  

~~~~~~~~~ 
~-—1. 82

F(l2,4) — 3.90

Comparing total male errors to total female errors yields:

T —  ~~~~~~~~~~~~~~

F(18,l4) — 1.98

Therefore, the combined Normal and FE error rate for males is signi-

ficantly different than those for females. The females had higher

error rates than males.
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5.2.2.2 ~~pe I Errors Versus Time Of 
Day. Type I errors

versus time of day is shown in Table XXII. The error rates are much

smaller than the desired maximum error rate of 1%.

The F test for morning and afternoon data yields:

2325 11
T 2693 5 l•89

F(1O,22) = 1.90

Therefore, at the 90% confidence level it cannot be maintained that

the morning error rate is statistically different from the afternoon

error rate.

TABLE XXII

TYPE I ERROR RATES VERSUS TIME OF DAY

Errors Attempts Error Rate (2) Upper Bound (2)

Morning 10 2693 0.37 0.57

Afternoon 4 2325 0.17 0,34

5.2.2.3 Type I Error Rates Versus Expected Scanning Error,*
The expected scanning error (ESE) is a measure of the consistency
be tween repe~itiona of the same words. The lower the ESE, the
better the match between reference patterns and new speech materi-
al. The ESE is used to normalize the current scanning error and to
determine a decision function which is compared against a threshold.
*Expected scanning error and speaker average refer to the same quan—tity and are used interchangeably in this report.
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Figure 11 shows the Type I error rate versus ESE for the corn—
bined data of males and females in both Normal and FE. This figure
was derived using the value of ESE that each individual had at the
end of the test period. For each 10 units of ESE the Type I error

rate was calculated by summing the individual errors and dividing by

the sum of the individuals attempts. For values of ESE less than 160

• where greater than 90% of the population had values of ESE, the Type 
-

I error trend remains approximately flat. This indicates that Type I

errors do not depend on the ESE very strongly, as expected.

5.2.2.4 Type I Errors Versus Station. The ASV system in

Phase II had two user terminals called Station 1 and Station 2 as
in Phase I. All enrollments were at Station 1. Verifications could

take place at either station, but because of the enrollment experience
at Station 1 and the closer proximity of Station 1 to the entrance

to the laboratory most took place at Station 1 (see Table XXIII).

TABLE XXIII

TYPE I ERROR RATES VERSUS STATION

Errors Attempts Error Rate (2) Upper Bound (2)

Station 1 6 3205 0.19 0.36

Station 2 8 1813 0.44 0.72

The error rates at both stations were well below the maximum
acceptable rate. The F ratio test for Stations’ 1 and 2 data

yields:

I, — --—,~ ---— — - -
~
—---•‘-
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3205 9
— 1813 • — 2.2?

F(l4 ,l8) — 1.89

Therefore, at the 90% confidence level, the error rate at Station 1
is significantly different than at Station 2. However, three of

the total of eight errors occurring at Station 2 were caused by one

person. This person had a cold the three times he attempted to veri-

fy and failed. One other Type I error due to a cold occurred at each

station. The F test with the errors due to colds removed yields:

3204 5• T — 1809 .~~~= l.48

F(12,lO) 2.28

which changes the above result. Therefore, due to the large influence

of one person with a cold, the results above are unreliable. A

larger data sample is required to more accurately determine the
correlation, if any, between stations.

5.2.2.5 Type I Errors Versus Entry Trials Since Enrollment.

Because of the low number of Type I errors, no meaningful analysis

of Type I errors versus entry trials since enrollment could be made.

5.2.2.6 Type I Errors Versus Phrases To Enroll. As in

5.2.2.5 an analysis was not made because of the low number of Type
I errors.
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5.2.2.7 Type I Error Rate Versus Day O~ Week. Type I
error rate “ersus the different days of the week as shown in Table
XXIV shoved no consistent pattern. One Monday during the test was a
holiday and during that week, Tuesday was the first work day of the
week. If the data from that Tuesday is included in the Monday
column, the results are as shown in Table XXIV. These results —

include all the data used in Table XX (with assignable causes) and
show the daily variation (on the average) from the 0.322 total Type
I error rate.

TABLE XXIV

TYPE I ERROR RATE VERSUS DAY OF WEEK

Mon Tues Wed Thur Fri

- - Normal Week Error Rate (2) 0.12 0.19 0.50 0.0 0.75

Holiday Week Error Rate (2) 0.10 0.23 0.50 0.0 0.75

5.2.2.8 Type I Errors Versus Personal Statistics. Tables XXV
through XXVIII tabulate Type I errors as functions of the entrant’s
height, education level, age and primary education location. Since
there are an insufficient number of users in each category , no
reliable trend has been developed.

5.2.3 ObJective 3 — Independence of Type I Scores

To determine the independence of the Type I scores for repeated
uses of the system by individual enrollees as well as when compared
against other enrollees.
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TABLE XXV

TYPE I ERRORS VERSUS HEIGHT

Height (h) (inches) Errors Attempts Error Rate (2)

h <61 1 150 0.67

61<h<64 3 421 0.71

64 <h<67 6 937 0.64

67 ih <70 3 1567 0.19

70 iii <73 1 1465 0.07

73 <h 0 478 0

TABLE XXVI
TYPE I ERRORS VERSUS EDUCATION LEVEL

Years of School Errors Attempts Error Rate (2)

0 0 0
<12 0 253 0

l2 4 717 0.56

<16 4 lOll 0.40

‘16 6 3037 0.20
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TABLE XXVII

TYPE I ERRORS VERSUS AGE

~~ (Yrs.) 
Errors Attempts Error Rate (2)

< 25 3 608 0.50

26—35 2 986 0.20

36—45 8 1496 0.53

46—55 1 1560 0.06

~~55 0 368 0

TABLE XXVIII

TYPE I ERRORS VERSUS PRIMARY EDUCATION LOCATION

Loca.ion Errors Attempts Error Rate (2)

New England 8 2826 0.28

New York Area 5 1449 0.35

South 1 264 0.38

West 0 154 0

To’al USA 14 4693 0.30

Foreign 0 325 0

a
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5.2.3.1 Independence Of Type I Errors Versus Individuals.
Of the 200 people enrolled in the ASV system 199 had one or more
attempts. Table XXIX shows the number of people who had the indicated
number of errors. Due to the low number of errors, no meaningful re—
sulta can be established. For instance the one person with three
errors due to colds dominates the results. This analysis would be
more meaningful after every user had at least 200 trials. In Phase I
the number of errors was much higher, thus making the results more
meaningful.

TABLE XXIX

TYPE I ERROR VERSUS INDIVIDUALS

No. of People with N
Type I Errors (j~) Type I Errors Total Errors

0 191 0

1. 9 9

2 1 2

3 1 3

Table ]OCX shows the number of people who had greater than 1,
3, and 52 Type I error rates. The number of errors these people
had is tabulated. These numbers are indicated, also, as a percent
of the total population (199 who had at least one trial) and as a
percent of the total errors , respectively. As seen from the table,
5.5% of the people had 100% of the errors.
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TABLE XXX

PERCENT OF TOTAL POPULATION AND TOTAL ERRORS AS
FUNCTIONS OF THE TYPE I ERROR RATE

Type I Error Rate
1% 3% 5%

No. of People 11 8 2

2 of Total Population
(199 who had 1 trial) 5.52 4.02 1.0%

No. of Errors 14 12 4

2 of Total Errors (14) 100% 85.7% 28.6%

5.2.3.2 Distribution Of Type I Decision Function Scores. To

compare the distribution of occurrence versus decision function

score for the f irst, second, third , and fourth phrases, the number
of occurrences of a given decision function score for a given phrase

is divided by the number of times that phrase is used. As opposed

to how the distribution of decision function scores were used in
Phase I (4.2.3.2), these pdf’s are exactly as used in the ASV
algorithm. The resulting four pdf~5 are plotted in Figure 12. These

plots are for all users in PE and Normal. The means of the distribu-
tions are 93.2, 103.5, 100.3 , and 91.3 for phrases 1 through 4,
respectively. The standard deviations of the distributions are 29.8,
25.7 , 27.9 , and 25.3 for phrases 1 through 4 , respectively. This
data is used directly in the sensitivity analysis (5.2.7.1).

Generally , one would expect the mean to rise in each succeeding
phrase. There are two reasons that it does not : as noted in 5.1.4,
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the denominator is allowed to be bigger with each phrase, and there

is relatively little data for phrases 3 and 4 due to either passing

or having two misregiatered phrases.

5.2.4 Objective 4 — Type II Error Analysis in Real Time

To estimate the Type II Error rate (erroneously verifying iden-
tity when the representation is actually false) and to determine the

confidence limits of the Type II Error when mimics attempt verifica-
tion.

This section is not applicable since no mimic tests were run

against the Phase II algorithm.

5.2. 5 Obje ctive 5 — Type II Error Analysis in Non—Rea l Time

To estimate the Type II Error (erroneously verifying identity

when the representation is actually false) and to determine the
confidence limits of the Type II Error when matching within the en-

rolled population is performed.

5.2.5.1 Type II Errors. The Type II Error testing was

conducted as described in 4.2.5.1. Table XXXI shows the total number

of Type II errors which occurred in both PE and Normal processing.

In PB, recycling refers to the procedure of allowing the reprompt—
ing of up to two misregistered phrases from the set of four prompted

phrases. In Normal operation, recycling implies allowing the reprompt—

ing of one misregistered phrase from the set of four prompted phrases.

When recycling is not used in FE, a decision is made after the four th
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TABLE XXX I

TYPE II ERROR RATES—ALL USERS

Errors Attempts Error Rate (2)
NR** R and NR R NR

Post Enrollment U# 1220 19526 U 6.25

Normal 4779 3874 904 10 5. 4.28

Total U 5094 109936 U 4.63

— with recycling
**NR~ without recycling

Unavailable. See Appendix C for a discussion of Type II errors
with recycling.

phrase has been spoken. In Normal operation without recycling, a

decision can be made on any phrase up to and including the fourth.

From the definitions of recycling described here, it is expected that
the Type II error rate will be higher with recycling than it is with-
out. This did occur. As seen from Table XXXI, the Type II Error rates
are much higher than the acceptable maximum rate of 2%.

In real time, when a phrase misregisters it (the same phrase) is

reprompted later if needed in making the decision. When collecting

impostor data, phrases were prompted until eight (two sets of four)
registered phrases were collected and recorded. To do it exactly
for Type II processing, each of the eight phrases would have had to
have been registered and recorded three times (24 phrases) in order

to have sufficient data for all possible playback cases. Rather than

placing this burden on the impostors, recycling was simulated in data

processing. The first four phrases were processed as usual, but if
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a decision could not be made because of miaregistered phrases, then
a fifth (and sixth, if necessary in PE) phrase was used. If it re-
gistered, the decision function was computed and a decision was made
as usual. If it misregistered, auto abort was invoked, and the last
four phrases were used to make a decision. Once again , if a deci-
sion could not be made, the first (and second in PE) phrases were used
and then the decision made. Thua, the difference between real time
and playback is that in real time, the same phrase is recycled (re-
prompted) whereas, in playback, a new phrase was used.

For impostors, the probability of registering a phrase is im-
portant. In Phase II, 46.06% of all the phrases registered. In
general, the conditional probability of a phrase registering, given
that it has misregistered at least once, will be much smaller.
Thus, the results without recycling are the most optimistic, and
those with recycling are the most pessimistic. The actual results
would probably be somewhere near a quarter of the way from the no
recycling results to the recycling results.

The Type II Error rates for male vs. male and female vs. female
both without and with recycling are shown in Tables XXXII and XXXIII ,
respectively. PE means that the victim,i,e. , the reference file,
is in PB. Normal means the victim is in the Normal verification
state.

It is unlikely that any intruder would attempt to enter a secure
area by claiming the identity of someone of the opposite sex. Thus,
the monosexual male versus male and female versus female error rates
are considered to be more important.

$6

a



r ~~~~~~~~~~~~~~~~~~~~~~~~~~~

TABLE XXXII

TYPE II ERROR RATES WITHOUT RECYCLING

Category Errors Attempts Error Rate (2)

Post Enrollment
Male Vs. Male 1211 18846 6.43
Female Vs. Female 9 680 1.32

Normal
Male Vs. Male 3801 86371 4.40
Female Vs. Female 73 4039 1.81.

TABLE XXXIII

TYPE II ERROR RATES WITh RECYCLING

Category Errors Attempts Error Rate (2)

Post Enrollment
Male Vs. Male U* 18846 U
Female Vs. Female U 680 U

Normal
Male Vs. Male 4666 86371 5.40
Female Vs. Female 113 4039 2.80

*U — Unavailable. See Appendix C for a discussion of Type II errors
with recycling.
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To determine if the ASV Type II error rates for male intruder
against male reference file and for female intruder against female
reference file are significantly different, the F ratio teat is
used.

In each of the following processing formats the value of

N e +1
T — 

~ 
; N1, N2 — no. of female, male

2 1 attempts respectively

is greater than two:

1. FE processing with recycling;

2. Normal processing with recycling;

3. FE processing without recycling;
4. Normal processing without recycling.

The value of F(n,m) for each of these processing formats, is
always lees than two. Therefore, female against female Type II
error rates are significantly different, at the 902 confidence level,
than the male against male Type II errors for all of the processing
formats. Only female versus female category, without recycling,
meets the BISS requirement. These results along with the Type I re—
sults show that performance of the algorithm was shifted too far ,
especially for males.

5.2.5.2 Type II Errors and Speaker Averages Versus Entry Trials.
The number of Type II Errors , the numbsr of entry att~~~ts,
th. Type II Error rat. ar e tabulated in Table WIV for th. f i r s t  4 ,

S.



the first 10, and first 40 trials where the results for those refer-

ence files with less than 4, 10 and 40 trials, respectively, have
been removed. For the test period, 193 people had 4 or more trials,
176 people had 10 or more trials, and 45 people had 40 or more trials.

TABLE XXXIV

TYPE II ERRORS FOR ThE FIRST N TRIALS AND REFERENCE
FILES HAVING AT LEAST N TRIALS

Trials 1 through N N 4  N—b N—40

Errors 972 1824 634

Attempts 15449 35436 23042

Error Rate (2) 6.29 5.15 2.75

As noted earlier, PE (i.e., the first four successful verifica-

tions) use a different strategy than do subsequent verifications.

In PE four registered phrases are required for a verification to occur.

Thereafter, a decision can be made on any phrase from the first to

as many as eight. This implies that it should be more difficult (lower

error rate) for an impostor to pass during FE than Normal verification.

However, the individual speaker averages tend to decrease with trials

as seen in Figure 13 and from Table XXXIV it is clear that it becomes

more difficult for an impostor to pass the more trials the individual
has completed. Thi group with 14—4 has virtually the same Type II

error rate as all users in PE (6.292 versus 6.252). The group with

N•L0 is higher than th. total population in Normal (5.152 versus
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4.28%). However, the subset with Nu.40 has an error rate much
smaller than the 4.28%, i.e., 2.75%. This means that these 45

people had a much lower Type II error rate than did the other 131

people who also comprised the N10 subset. The trend in the error
rate, when the number of trials are near PE, depends on how fast the

speaker averages decrease. If the speaker averages drop rapidly,

one would expect that shortly after PE the error rate will decrease.
This is what occurs here.

Figure 13 shows the variation of male and female speaker

averages and Type II error rate as a function of the number of
trials. The speaker averages drop off more rapidly during FE than

• in Normal operations. This is expected due to the larger weight

factor that is used in updating during FE. For high trial numbers

oscillations shown on the curve are due to the fact that fewer

people are contributing to the data. The Type II error rates appear

to follow the speaker average curves as expected. The error rates

were plotted at every fourth trial. Figure 14 presents only the

male Type II error rate versus trial. The error rates plotted are

an average for groups of 5 trials. The 90% confidence limits (using

chi—squared) are also indicated on the curve.

5.2.5.3 Type II Error Rate Versus Expected Scanning Error (ESE).

Type II error rate versus expected scanning error is shown in

Figure 15. This figure is a combination of male versus male and
female versus female results but since there are only 7 females, it
is essentially a male versus male result. From the use of the EU,

discussed in 5.2.2.3, 5.1.4 and 4.2.5.3 referenc. file, with
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